
A Simple Algorithm for Scalable Monte Carlo Inference

Alexander Borisenko1, Maksym Byshkin2, Alessandro Lomi2

    
1National Science Center Kharkiv Institute of Physics and Technology Kharkiv, 61108, Ukraine
2Institute of Computational Science,Università della Svizzera italiana Lugano, 6900, Switzerland

Statistical inference involves estimation of parameters of a model based on observations. Building 
on the recently proposed Equilibrium Expectation approach and Persistent Contrastive Divergence, 
we derive a simple and fast Markov chain Monte Carlo algorithm for maximum likelihood 
estimation (MLE) of parameters of exponential family distributions. The algorithm has good scaling
properties and is suitable for Monte Carlo inference on large network data with billions of tie 
variables. The performance of the algorithm is demonstrated on Markov random field, conditional 
random field, exponential random graph models and Boltzmann machines. 


